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ABSTRACT. We see a systematic set of cut-free axiomatisations for all the
basic normal modal logics formed from the axioms t, b, 4,5. They employ a
form of deep inference but otherwise stay very close to Gentzen’s sequent
calculus, in particular they enjoy a subformula property in the literal sense.
No semantic notions are used inside the proof systems, in particular there
is no use of labels. All their rules are invertible, contraction is admissible
and they allow for straightforward terminating proof search procedures.
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1 Introduction

Numerous extensions of the sequent calculus have been proposed in order
to give cut-free axiomatisations of modal logic. They are divided into two
classes: labelled formalisms, which incorporate Kripke semantics in the proof
system, and unlabelled formalisms, which do not. Prominent examples of
unlabelled formalisms are the hypersequent calculus [1] and the display
calculus [2, 10]. These and more can be found in the survey by Wansing
[11]. A recent account of labelled sequent systems which also includes more
references can be found in Negri [6].

The labelled approach seems to have become more prominent and ac-
cording to several criteria has been more successful than the unlabelled
approaches. It allows to capture a wide class of modal logics and does so
systematically. In many important cases it yields systems which are natural
and easy to use, which have good structural properties like contraction-
admissibility and invertibility of all rules, and which give rise to decision
procedures.

However, there are concerns about incorporating the semantics into the
syntax of a proof system, see for example [1]. For motivating the present
work I would just like to take it as a given that it is an interesting question
whether something that has been achieved using labels can also be achieved
without them. My goal here is to develop proof systems with the same good
properties of Negri’s labelled systems but to do so without using labels.

There is a closely related current research effort by Hein, Stewart and
Stouppa which has the same aim [5, 7, 8. To make the property of “not
using labels” a bit more precise we call a proof system pure if each sequent
has an equivalent formula. Sequent systems for modal logic are clearly pure:
just read the comma on the left as conjunction, the comma on the right as
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disjunction, and the turnstile as implication. Hypersequents are also pure.
A labelled sequent, on the other hand, does not generally have an equivalent
modal formula.

Hein, Stewart and Stouppa use the calculus of structures [3, 4] to give
pure systems for modal logics. This formalism is based on deep inference,
which is the ability to apply rules deep inside of a formula. So far the cal-
culus of structures has captured essentially those modal logics which can
also be captured using the sequent calculus or hypersequents. In particu-
lar that does not include B and Kb5. In the present work I introduce the
formalism of deep sequents which uses deep inference (like the calculus of
structures) but maintains tree-shaped derivations and a distinction between
logical and structural connectives (like the sequent calculus). Deep sequent
systems capture all the normal logics formed from the axioms t, b, 4,5, thus
in particular B and K5. They can be easily embedded into corresponding
systems in the calculus of structures, so this answers questions from [7].

The plan of this paper is as follows: after some preliminaries I present
deep sequent systems and prove invertibility of rules and admissibility of
contraction. Then I show that they are sound and complete for the respec-
tive Kripke semantics. The completeness proof constructs a countermodel
from the failure of a terminating proof search procedure. Some discussion
of related formalisms and of future work ends this paper.

2 Preliminaries

Formulas and models. Propositions p and their negations p are atoms, with
p defined to be p. Atoms are denoted by a, b, c and so on. Formulas, denoted
by A, B,C, D are given by the grammar

Au=p|p|(AVA) | (ANA)| OA| DA

Given a formula A, its negation A is defined as usual using the De Morgan
laws, A O B is defined as AV B and L is defined as pAp for some proposition
p. A frame is a pair (S,—) of a nonempty set S of states and a binary
relation — on it. A model M is a triple (S, —, V) where (S, —) is a frame
and V is a a mapping which assigns a subset of S to each proposition, and
which is called valuation. A model M as given above induces a relation
E between states and formulas which is defined as usual. In particular we
have s Epiff se V(p), sEpif s¢€ V(p),sEAVBIiff sE Aor s B,
sEAANBiff s= Aand s = B, s = CAiff there is a state ¢ such that s — ¢
and t = A, and s = 0A iff for all ¢ if s — ¢ then ¢ = A. Further, a formula
A is valid in a model M, denoted M = A, iff for all states s of M we have
s = A. A formula A is valid in a frame (S, —), denoted (S, —) = A, iff for
all valuations V' we have (S, —,V) = A.

Deep sequents. A (deep) sequent is a finite multiset of formulas and
boxed sequents. A bozed sequent is an expression [I'] where T' is a sequent.
Sequents are denoted by I', A, A, II, . A sequent is always of the form

Ala"'7Am7[Al]7"'7[An] ’
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where, as usual, the comma denotes multiset union and there is no dis-
tinction between a singleton multiset and its element. The corresponding
formula of the above sequent is L if m = n = 0 and otherwise

Ay V-V A, vOD)V---vOD,)

where D; ... D, are the corresponding formulas of the sequents A; ... A,,.
Often we do not distinguish between a sequent and its corresponding for-
mula, e.g. a model of a sequent is a model of its corresponding formula. A
sequent has a corresponding tree whose nodes are marked with multisets of
formulas. The corresponding tree of the above sequent is

(Ay,... A

//\\,

tree(A1)  tree(As) tree(An—1) tree(Ay,)

where tree(Aq) ... tree(A,) are the corresponding trees of Ay ...A,. Often
we do not distinguish between a sequent and its corresponding tree, e.g.
the root of a sequent is the root of its corresponding tree. In particular, a
sequent A is an immediate subtree of a sequent I' if there is a sequent A
such that T' = A,[A]. Tt is a proper subtree if it is an immediate subtree
either of ' or of a proper subtree of I', and it is a subtree if it is either a
proper subtree of I' or A = I'. The set of all subtrees of I' is denoted by
st(T). A formula A is in a sequent I’ if A € T" and it is inside T if there is
a subtree A of I' such that A € A. The set sequent of the above sequent is
the underlying set of

Ay Ay (M) [A]

where A;...A, are the set sequents of A;...A,. Clearly the set sequent
of a given sequent is again a sequent since a set is a multiset.

A (sequent) context is a sequent with exactly one occurrence of the
symbol { }, the hole, which does not occur inside formulas. It is de-
noted by T'{ }. The sequent I'{A} is obtained by replacing { } inside
T{ } by A. A double context, denoted by I'{ }{ } is a triple of contexts
To{ },T1{ },T2{ }. Then I'{A}{ } denotes the context I'o{T'1{A},T2{ }}
and T'{ }{A} denotes the context T'g{I'1{ },T2{A}}. The depth of a
context I'{ }, denoted depth(I'{ }) is defined as depth(I’,{ }) = 0 and
depth(T, [A{ }]) = depth(A{ }) + 1.

3 The Modal Systems

Figure 1 shows the set of rules from which we form our deductive systems.
System K includes the rules {A,V,0,k}. We will look at extensions of
System K with sets of rules X C {t,b,4,5}. The 5-rule carries the proviso
that the depth of I'{ }{0} is greater than zero.
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_ r{4a} r{B} ' {4, B} {[A]}
Maak A —Frin By VTaver O o4
o T{OA[A, AT} r{o4,4} | T{A,04] 4}
T{OA, [A]] P TOAT T{[B, OA]]
JL(OAA 04} | T{oAHoA}

T{OA, [A]] T{CA{0]
Figure 1. System K+{t,b,4,5}
r L0} r{A,A) r{4} {4}
necW w I‘{A} ctrw cut I‘{(Z)}

Figure 2. Necessitation, weakening, contraction and cut

. . r . . .
In an instance of an inference rule p A we call I its premise and A its

conclusion, and similarly for the A-rule, which has two premises. A system,
denoted by S, is a set of rules. A derivation in a system S is a upward-
growing finite tree whose nodes are labelled with sequents and which is
built according to the inference rules from S. The sequent at the root is
the conclusion and the sequents at the leaves which are not instances of the
axiom I'{a,a} are the premises of the derivation. A proof of a sequent I'
in a system is a derivation in this system with conclusion I' and without
premises. We write S F T if there is a proof of I in system S. An inference
rule p is (depth-preserving) admissible for a system § if for each proof in
SU{p} there is a proof of in S with the same conclusion (and with at most
the same depth). For each rule p there is its inverse, denoted by p, which
is obtained by exchanging premise and conclusion. The A-rule allows both
I'{A} and T'{B} as conclusions of '{A A B}. An inference rule p is (depth-
preserving) invertible for a system S if p is (depth-preserving) admissible
for S.

LEMMA 1. For each system K+ X with X C {t,b, 4,5} the following hold:
(i) The necessitation and weakening rules are depth-preserving admissible.
(i) All its rules are depth-preserving invertible.

(iii) The contraction rule is depth-preserving admissible.

Proof. (i) follows from a routine induction on the depth of the proof. The
same works for the A,V and O-rules in (ii). The inverses of all other rules
are just weakenings. For (iii) we also proceed by induction on the depth of
the proof tree, using depth-preserving invertibility of the rules. The cases
are easy for the propositional rules and for the O, t-rules. For the k rule we
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consider the formula ¢A from its conclusion I'{< A, [A]} and its position
inside the premise of contraction A{¥, ¥}. We have the cases 1) ¢ A is inside
¥ or 2) ©Aisinside A{ }. We have three subcases for case 1: 1.1) [A] inside
A{}, 1.2) [A] inside ¥, 1.3) X, ¥ inside [A]. There are two subcases of case
2: 2.1) [A] inside A{ } and 2.2) [A] inside X. All cases are either simpler
than or similar to case 1.2, which is as follows:

N{OA, XA, ALY, [A ~ g A 04T, 18 4,0, 4]

{, 7 ’,[ : ]’/ A} N{OA, Y| [A, ALY, [A, A}
A{oa ¥ ALY [Al} A Y AL A]
N{OA Y [A]} N oA Y A}

where the instance of k in the proof on the right is removed because it is
depth-preserving admissible and the instance of contraction is removed by
the induction hypothesis. The case for the 4-rule works the same way.

For the b-rule we make a case analysis based on the position of [A, O A]
from its conclusion T'{[A, G A]} inside the premise of contraction A{X, X}.
We have three cases: 1) [A,OA] inside A{ }, 2) [A,CA] in ¥ and 3) 3,2
inside [A, O A]. Case 3 has two subcases: either OA € ¥ or not. All cases
are trivial except for case 2 where invertibility of the b-rule is used.

For the 5 rule we make a case analysis based on the positions of the
sequent occurrences CA and ) from its conclusion T{CA}MHO} inside the
premise of contraction A{X,X}. We have two cases: 1) () inside A{ }, 2)
inside ¥. The first case is trivial, in the second we have two subcases: 1)
& A inside A{ } and 2) ©A inside X. Case 2.1 is similar to case 2.2 which is
as follows:

v = ME{oA}0}, B{0AHOA}}

ME{CAHD), B{oA}0A}} AMS{OAHOA}, 2{OAH{OA}}
A{Z{CAH0}, {OA}H0}} AMI{OAHOAN
A{E{CAHO} A{B{0AH0}}

4 Soundness

Each name of a rule in {t, b, 4,5} corresponds both to a frame condition and
to a modal Hilbert-style axiom as shown in Figure 3. The k-rule corresponds
to the modal axiom O(AV B) D (OAV OB).

For a subset X C {t,b, 4,5} we call a frame an X-frame if it satisfies all
the conditions determined by the names in X. A formula is X-valid if it is
valid in all X-frames and just wvalid if it is valid in all frames.
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reflexive Vss— s ADCA
symmetric Vsts —t Dt—s AD> oA
transitive Vstus —t At—u D s—u OADDOOA
euclidean Vstus—tAs—uDt—u <CADDOCA

oo

Figure 3. Frame conditions and modal axioms

LEMMA 2. The 5-rule is derivable for {5a,5b,5c,ctr}, where 5a,5b,5¢c are
the rules
L(aLoA} o T{AL[A.0A]
r{[a, 04 7 r{[A, 04 [Al} 7

LA, [A, OA]l}
A, ©A, [A]l}

ba 5c

Proof. Seen bottom-up, the 5-rule allows to put a formula <A which occurs
at a node different from the root into an arbitrary node. We can use con-
traction to duplicate & A and move one copy either to the root or to some
child of the root by 5a. By 5b we can move it to any child of the root and
by 5c into any descendant of a child of the root. |

LEMMA 3. For all contexts T{ } and formulas A, B the formula (A D> B) D
(T{A} D T{B}) is valid.

Proof. By induction on I'{ } using propositional reasoning and the impli-
cation (A D B) D (DA D OB). |

THEOREM 4 (Soundness). Let I',T', A be sequents and let X C {t,b,4,5}.
Then the following hold:

!
(i) For any rule p € K iprT(F) then T(AI) D A is valid.

(it) For any rule p € {t,b,4,5} ifp% then T' D A is {p}-valid.
(i) If K+ X E T then T' is X-valid.

Proof. The axiom is valid in all frames which follows from an induction on
I'{ } where necessitation is used in the induction step. Thus (i) and (ii)
imply (iii). Most cases of (i) are trivial, for the A-rule it follows from an
induction on the context and uses the implication OA A OB D O(A A B).
Lemma 3 used together with the k-axiom yields that the premise of the
k-rule implies its conclusion. The cases from (ii) for the {t,b,4}-rules are
similar to the k-rule, using the corresponding modal axiom and for the
corresponding frames.

For the soundness of the 5-rule we use Lemma 2 and show soundness
of the rules 5a,5b,5c. For 5¢c we show that a euclidean countermodel for
the conclusion is also a countermodel for the premise, the other cases are
similar. A countermodel for [A, O A, [A]] has to contain states s — ¢t — u
such that ¢ = A, u = A and v = A for any v with ¢ — v. We need to show
that for any w with v — w we have w [~ A. By euclideanness we obtain, in
this order: t — t,u — t,t — w. Thus w }£ A. [ |



Deep Sequent Systems for Modal Logic 7

5 Completeness

We will not directly prove completeness of the systems K + X, but of dif-
ferent, equivalent systems (K + X)* that we define now. For each rule
p € {A,V,0,k,t,b,4,5} we define a rule p’ which keeps the main formula
from the conclusion. For most rules p = p’ except for

N r{AAB,A} T{AAB,B}
I'{A A B}

, T{AV B, A, B} o' r{oA, [A]}
r{Av B} r{oA}

Then for each rule p € {A,V,O,k,t,b,4,5} we define a rule p*, which
is p’ and carries the proviso that for all of its premises the set sequent
is different from the set sequent of the conclusion. Given a system & C
{A,V,0O,k,t,b,4,5} the system S’(S*) is obtained by replacing each rule
p € S by p'(p").

LEMMA 5. For all systems X C {t,b,4,5} and for all sequents T’

K+XFT  iff  (K+X)FT  iff  (K+X)*FT

Proof. The way right to middle is obvious, all other ways work by induction
on the proof tree, using weakening admissibility for K+X from left to middle
and contraction admissibility for K+ X from middle to left. Middle to right
uses contraction admissibility for (K+ X)’, which is established in the same
way as for K 4+ X. |

Before proving completeness, we first need to characterise the euclidean
and the transitive-euclidean closure of a relation.

DEFINITION 6. Let — be a binary relation on a set S. Then « denotes
its inverse, < its symmetric closure, —T its transitive closure and —* its
reflexive-transitive closure. For X C {t,b,4,5} —* denotes the smallest
relation that includes — and has the properties in X.

DEFINITION 7. Let — be a binary relation on a set S and let s,t € S. A
euclidean connection for — from s to t is a nonempty sequence s ... s, of
elements of S such that we have

S 81 >89 ¢> > 8, — 1T
A transitive-euclidean connection is defined likewise but such that
S=8] >8> 8, —1

We write s — (45 if there is a (transitive-)euclidean connection for — from
s to t.

LEMMA 8. Let — be a binary relation on a set S. Then the following hold:
(i) For all X C {t,b, 4,5} the relation —* is well-defined.
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(i) The relation — U —5 is the least euclidean relation that contains —.
(ii) The relation —45 is the least transitive and euclidean relation that
contains —.

Proof. (i) is easy to check except for the cases for {5} and {4,5}, which
follow from (ii) and (iii).

(ii) Euclideanness is easy to check. For leastness we show that any euclid-
ean relation — that includes — also includes —5. If s —5 ¢ then s—st.
We show s—5t for a euclidean connection of length n implies s—t by in-
duction on n. Assume there is an s; in the euclidean connection such that
Si—1—S;«—S;+1. Then we have two smaller euclidean connections to which
we apply the induction hypothesis and obtain s—t by euclideanness. If
there is no such s; then the euclidean connection looks as follows:

§ = 8p¢—81¢— ... =8 ... =S, —Spp1 =1t ,
and by euclideanness we have s;_;—s;11 and thus removing s; yields a
smaller euclidean connection from s to ¢ which by induction hypothesis
implies s—t.

(iii) Euclideanness and transitivity are easy to check. For leastness we
show that any transitive-euclidean relation — that includes — also includes
—y45. If s —45 t then s—y5t. If there is no s; in the transitive-euclidean
such that s;«—s;11, then s—t follows by transitivity. Otherwise, choose the
first such s;. We have a euclidean connection from s; to ¢, thus similarly to
(ii) obtain s;—t and by transitivity s—s; and s—t. |

DEFINITION 9. A leaf of a sequent is called cyclic if there is an inner
node in the sequent that carries the same set of formulas. A leaf is called
extensible if it contains a formula of the form 0OA. We define a procedure
prove(T', X), which takes a sequent T" and a system X C {t, b, 4,5} and builds
a derivation tree for I' by applying rules from (K 4+ X)* to non-axiomatic
leaves in a bottom-up fashion as follows:

1. simultaneously apply the O* rule once wherever possible,
2. keep applying the rules in ((K + X) \ O)* as long as possible.

Repeat the above until each non-axiomatic leaf in the derivation tree carries
a sequent such that each extensible leaf in the sequent tree is cyclic. If
prove(I', X) terminates and all leaves in the derivation tree are axiomatic
then it succeeds and if it terminates and there is a non-axiomatic leaf then
it fails.

LEMMA 10. For all sets X C {t,b,4,5} and for all sequents T the procedure
prove(I', X) terminates.

Proof. Consider a sequence of sequents along a given branch of the deriva-
tion and starting from the root. A rule application in step 2 does not create
new nodes in the sequent and causes the set of formulas at some node in
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the sequent to strictly grow. By the subformula property only finitely many
formulas can occur in a node, so step 2 terminates. If there is an extensi-
ble leaf in a sequent then the size of the sequent strictly grows in step 1.
Since there are only finitely many sets of formulas that can occur, once the
sequent is large enough each extensible leaf has to be cyclic. |

The current set of modal rules does not allow a modular completeness
result of the form “if I" is X-valid then K + X F I'”. In particular we have
K+ {t,5} ¥/ 0A D> 0OA and K+ {b,4} If ¢CA D> O0CA. However, we
obtain a weaker form of modularity. We define a set X C {t,b,4,5} to be
mazimal if it is closed under implication when the elements are read as
frame conditions, or, more precisely, for each p € {t,b,4,5} \ X there is
an X-frame which does not satisfy p. The set {b,4} is not maximal, for
example, while {b, 4,5} is. Our completeness result will hold for maximal
X.

THEOREM 11 (Completeness). For all mazimal sets X C {t,b,4,5} and
for all sequents T" the following hold:

(i) If T is X-valid then K+ X FT.

(i) If prove(T, X) fails then T is not X-valid.

Proof. The contrapositive of (i) follows from (ii): if K+ X I/ T" then by
Lemma 5 also (K+ X)* I/ T" and thus in particular prove(T', X) cannot yield
a proof and by Lemma 10 has to fail. For (ii) we define a model M on an
X-frame for which we prove that it is a countermodel for I". Let I'* be the
set sequent of the non-axiomatic sequent obtained with all extensible leaves
cyclic. Let Y be the set of all extensible leaves in I'*. Let S = st(I'*)\Y. Let
f:Y — S be some function which maps an extensible leaf to a sequent in
S whose root carries the same set of formulas and extend f to st(I'*) by the
identity on S. Define a binary relation — on S such that A — A iff either
1) A is an immediate subtree of A or 2) A has an immediate subtree ¥ € YV’
and f(X) = A. Let V(p) = {A € S|p € A}. Let M = (5,—=X,V). We
prove three claims about M, each claim depending on the next. Since all
rules seen top-down preserve countermodels Claim 1 implies that M (=T,

Claim 1 VA € st(T*) M, f(A) A

By induction on the depth of A. For depth zero this follows from
Claim 2 and the fact that a formula is in A iff it is in f(A). So let
A=Ay, A, A1, [Ay] and n > 0. Then f(A) = A. We have
M, f(A) £ A; for all i < m by Claim 2 and M,A [~ [A;] because
A — f(A;) and by induction hypothesis M, f(A;) & A;.

Claim2 VAeSVAeA MAKEA

By induction on the depth of A. For atoms it is clear from the definition
of M and since I'* is not axiomatic. For the propositional connectives it is
clear from the shape of the A, V-rules. If A = OB then by the O-rule we
have some [A] € A with B € A. By induction hypothesis we have M, A [~ B
and thus M, A £ OB. If A = OB then by Claim 3 we have B € A for all
A with A —X A, and thus M, A j= B. Thus M, A £ OB.
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Claim 3 For all A,A with A =X AVA OCAcA — AcA

K X = 0§ : By the definition of — there is an immediate subtree of A
whose root node carries the same set of formulas as the root node of A. By
the k-rule we have A in (the root node of) all immediate subtrees of A.

TX={t}: A= Aiff A — Aor A=A Inthe second case A € A
follows from the t-rule.

KB X = {b}: A -} Aiff A — A or A — A. In the second case A € A
follows by the b-rule.

K4 X = {4}: A —14} Aiff there is a sequence

A=A)g—> A1 > Ay — - = A, =A,

with n > 1. An induction on 4 gives us that A € A; for 0 < i < n by the
4-rule. That A € A; for 1 < i < n follows from that by the k-rule.

K5 X = {5}: By Lemma 8 we have A —{5 A iff A — A or there is a
euclidean connection from A to A. In the second case there are sequents
IT, ¥ such that IT — A and ¥ — A. Thus there is a subtree A’ of II with
the same formulas as A and a subtree A’ of ¥ with the same formulas as A.
Since ©A € A we have OA € A’ and since A’ £ I'* by the 5-rule we have
OA € X, Thus by the k-rule we have A in A’ and thus in A.

K45 X = {4,5}: By Lemma 8 we have A —{#5} A iff A — A or there
is a transitive-euclidean connection from A to A. In the second case there
is a sequent X such that ¥ — A and thus a subtree A’ of ¥ with the same
formulas as A. Since CA € A, by the 5- and 4-rules we have ¢A in every
subtree of I'* and thus also in X, and by the k-rule we have A in A’ and
thus in A. (The 5a-rule instead of the 5-rule is enough.)

KB5 X = {b,4,5}: A —{®45} A iff A T A. Thus there is a sequent
3 such that either ¥ — A or ¥ «— A. Rule 4,5 imply that ¢A is in every
subtree of I'* and thus in particular in . We have A € A in the first case
by the k-rule and in the second case by the b-rule.

KTB X = {b,t}: A - Aif A - Aor A« Aor A=A In these
cases A € A respectively follows from the k- or b- or t-rule.

S4 X ={t,4}: A -4 Aiff A - Aor A =A. In the first case A € A
follows from the 4-rule and in the second case from the t-rule.

S5X = {t,b,4,5}: A —{tb:45} Aiff A «<s* A. We have O A in all subtrees
of I'* by the rules 4,5 and thus also A by the t-rule. (Again, the 5a-rule is
enough and the b-rule is not needed.) ]

6 Discussion

Our goal was to give pure proof systems with the good properties of Negri’s
labelled sequent systems. To some extent we have succeeded: while we do
not (yet) have cut-free systems for all the logics which have cut-free labelled
systems, we have captured all logics formed from t,b,4,5 and thus several
important cases. Our systems are systematic in the sense that there is a one-
to-one correspondence between the modal rules and the frame conditions
considered, they enjoy invertibility, contraction admissibility and a termi-
nating proof search procedure. The main conceptual difference between
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labelled and deep sequents is that the structural level in labelled systems
is more general: it can form an arbitrary graph, while deep sequents are
always trees. I hope that this restriction will help in using deep sequent
systems for interpolation proofs, for which labelled systems do not seem to
be well-suited.

Relation to hypersequents. Deep sequents are a natural generalisation of
(modal) hypersequents, in allowing arbitrary nestings of boxed disjunctions
instead of just a disjunction of boxed disjunctions. I am not aware of hy-
persequent systems for K5 or B nor of hypersequent systems with invertible
rules and contraction admissibility for the modal logics treated here. In
fact, deep sequent systems came out of unsuccessfully trying to design an
invertible (hyper)sequent system for S4. A notational simplification I enjoy
with respect to hypersequent systems is that the two kinds of context in
inference rules (sequent context and hypersequent context) are merged into
one.

Relation to the display calculus. Display sequents are closely related,
in particular the idea of simply allowing O as a structural connective is
common to display sequents and deep sequents. However, the proof systems
are rather different. Loosely speaking, in the display calculus one has to
make a formula bubble up to the top by using the structural rules in order
to apply a logical rule to it, while in deep sequent systems one can apply
the rule on the spot. This leads to deductive systems with fewer rules and
shortens derivations. On the other hand the display calculus so far has
captured more modal logics than deep sequents and also enjoys a general
cut elimination result, which for deep sequents is subject of current research.
As with hypersequents, I am not aware of display systems with invertible
rules and contraction admissibility.

We now turn to some future work and open questions.

Seriality. The set of modal axioms treated does not include seriality.
I chose to put it aside for the time being, not because it is particularly
problematic, but because it does not quite follow the same scheme as the
other rules. The candidate for the d-rule is

| T{OA (4]}

r{CA}
Clearly it increases the size of the sequent going up, so in the proof search
procedure it has to be applied together with 0O. The notion of serial closure
also has to be defined differently from the other closures. The conjecture is
as follows:

CONJECTURE 12. For each sequent I" and each maximal X C {d,t,b, 4,5}
we have K+ X F I iff T is X-valid.

Modularity. Our systems are not modular in the sense that each com-
bination of modal rules is complete for the corresponding class of frames
(labelled systems are modular in that sense). The modal rules presented
are all O-rules, in the sense that the active formula in the conclusion has
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Figure 4. Modal axioms as structural rules

< as main connective. I am not sure whether modularity can be achieved
with this style of rules. However, there is also the possibility of formulating
the modal rules as structural rules (structural in the sense of not affecting
connectives of formulas), shown in Figure 4. I conjecture that these systems
are modular. Notice the absence of the word “maximal”:

CONJECTURE 13. For each sequent I' and X C {ser, refl, sym, trans, euc}
we have K+ X F I iff T is X-valid.

Robert Hein independently came up with essentially the same rules and
the same conjecture for the calculus of structures.

Syntactic cut elimination. A cut elimination procedure is easily defined
in the cases where the rules 4 and 5 are absent. It works like the standard
procedure for system G3 for first-order predicate logic, see for example [9].
Invertibility is used in all the passive cases and in the active case for the

k-rule the proof

_T(ALIAY | T8, 4] 04)
r{[A],0A} r{A], OA}
cut T{[A])

is replaced by the proof

N7 S N 7 RN

i T{[A, A], [A, A]} (7:ut I{[A, A, 04} T{[A,A], 04}
_ DA Ay I{A, A}
r{[Al}
where the lower cut has a lower rank and the upper cut decreased in the
sum of the depths of its two subproofs. The cases for t and b also work, but

for 4 and 5 some more refined measure is needed which is subject of current
research.
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